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ABSTRACT

Diabetic retinopathy (DR), the most common eye disease and a leading cause of blindness in adults often has no early warning signs. The early detection and diagnosis of DR is vital to save the vision. Micro aneurysms (MA), hemorrhages, and exudates appearing on the surface of the retina are the signs of DR, with specific characteristics such as color and shape. MA will be small and red in color. Exudates are irregular in shape and yellow in color. The objective of this paper is automatic detection of DR using SVM, based on color segmentation. Detection is performed by segmenting the image based on color followed by classifying the extracted features using SVM. Above approach was found effective in detecting DR.

INTRODUCTION

Diabetes mellitus is becoming a global epidemic. The report given by IDF Atlas Fifth Edition is that there were about 8.3 percent people living with diabetes in 2011, which may increase by 54 percent by the year 2030. Diabetes increases the risk of eye diseases, but the main cause of blindness associated with diabetes is diabetic retinopathy (DR).

DR is on the priority list of eye conditions which can be partly prevented and treated. DR is characterized by multiple lesions seen on the retinal surface of patient’s eye having diabetes for a prolonged time. It is due to the damage caused to the small blood vessels located in retina. Associated vision loss can be due to the following causes:

- Macula, a small region and a part of the retina which helps to identify colors and fine details gets swelled because of the leakage of blood fluids leading to blurred vision.
- New blood vessels are formed due to the block in blood vessels. These delicate, abnormal blood vessels can outflow blood into the back of the eye and blocks the light to reach the vision spot.

Diabetic retinopathy is classified into two types:

- Non-proliferative diabetic retinopathy (NPDR) is the early state of the disease in which symptoms will be minor or insignificant. The symptoms of NPDR are: (1) Micro aneurysms MA - weakened blood vessels leading to small blow-out swellings at their walls (2) Exudates - Blood fluids like protein, lipids leaks into the macula from damaged blood vessels (3) Hemorrhages - Blood leak from ruptured blood vessels.

- Proliferative diabetic retinopathy (PDR) is the progressive stage of the disease. At this stage, oxygen supply to the other parts of the eye is very poor due to the damaged blood vessels leading to the formation of new delicate blood vessels. These delicate vessels may get ruptured easily and leaks blood into the vitreous humor, resulting in the loss of visual perception. The blood which ooze into the macula will be formed as a tissue called scar, which blocks the light entering into the eye to reach vision spot. PDR besides complicating visual perception also leads to other complications like Retina detaching because of the scar tissue formation and development of intra ocular pressure. If left untreated, the patient will get affected by vision loss and even blindness.

Many methods were proposed to detect DR. Anam Tariq, proposed an automated system for detection of NPDR stages using coloured retinal images. Background region and noisy pixels were removed for better detection of DR. Candidate detection is carried out by Gabor filter bank to enhance the dark regions. Sopharak et al. (2013), proposed a real-time and simple hybrid approach to detect MA. He used non dilated retinal image.
as an input image. A set of optimally altered mathematical morphology is used for the detection of candidate Mas and naive Bayes classifier is used for classification. Anderson Rocha (2012), detected the bright and dark lesions by introducing the visual word dictionary approach, which applies points of interests and visual lesion dictionary. Carla Agurto (2012), presented an automatic system to detect the lesions which appears on the macula. The texture features were extracted by AM-FM features from different frequency scales and PLS is used for classification. Cemal Kose et al (2012), proposed an inverse automatic approach for diagnosis. The texture of the lesions will vary from normal eye since it is the degeneration of the retinal regions, segmentation is based on the calculation of the mean and other features and is done by naive Bayes method. Mookiah et al (2013), proposed an advanced system for DR detection. He has used three classifiers and the results were optimised by genetic algorithm to get better results.

2. Proposed Work:
This section includes the brief explanation of the different stages of the automatic diagnosis of DR and the flow of the work is given in fig 2.1

**Fig. 2.1:** Block diagram of the proposed system.

2.1 Data Acquisition:
The input image is a fundus image of the retina which is acquired from the standard database DIARETDB0 and DIARETDB1. The problems and issues related to the database are discussed from medical, image processing, and security perspectives. An evaluation methodology is proposed and a prototype image database with the ground truth is described in the above database. The database is made publicly available for benchmarking diagnosis algorithms.

2.2 Preprocessing:
Preprocessing is the process of the correction of the image and the elimination of the unwanted noise introduced during the capture of image. It commonly involves removing low-frequency background noise, normalizing the intensity of individual pixels of images, removing reflections and masking portions of images. Image preprocessing is the technique of enhancing data images prior to computational processing. In the proposed work, preprocessing is carried out for illumination and shading correction. The image undergoes the following steps during preprocessing:

**Fig. 2.2:** Preprocessing.

RGB image is converted to Lab color space and the luminance channel L is subjected to Wiener filtering using a 5x5 filter mask, contrast enhancement is carried out by histogram equalization technique. The processed L channel is then combined with the chrominance channels (‘a’ and ‘b’) and converted back to RGB color space. Gray level shading correction is to remove the uneven illumination present within the retinal image.

2.3 Color based Segmentation:
Output of preprocessing is given as the input of segmentation module. In this project K-means clustering is used as segmentation algorithm. Clustering is the process of separating a group of data points into a small
number of clusters. Of course this is a qualitative kind of partitioning. A quantitative approach is to measure the certain features of an image with same feature. In general, we have \( n \) data points \( x_i, i=1...n \) that have to be partitioned into \( k \) clusters. The goal is to assign a cluster to each data point.

\[
J = \sum_{i=1}^{k} \sum_{x \in C_i} |x - \bar{x}_i|^2
\]

where \( x \) is the point of the data set, \( \bar{x}_i \) is the centroid of the \( i \)-th cluster. The K-means clustering uses the square of the Euclidean distance for clustering.

The algorithm is composed of the following steps:
1. Specify the cluster number and based on the cluster number the centroids will be initialized randomly.
2. Calculate the distance (Euclidian distance method) between the centroid and the pixel which is not clustered.
3. The pixel having minimum distance will be grouped in the \( k \)-th cluster.

The optimal centroids will be calculated by repeating the steps 2 and 3. The iteration will be continued until it converges, that is the difference between the \( i \)-th and \( (i-1) \)-th iteration is very low. This gives a separation between the clusters.

2.4 Feature Extraction:

Feature extraction is the process of selecting the features which is used for classification purpose. The features that are used for the refinement are selected which decreases the number of features that are given to the classification process, so that the computation difficulty will be reduced.

\[
\text{Efficiency of the system is highly depends upon the selected features which makes the feature extraction stage highly problematic. Output is the set of features called as feature vector, which represents the image. Since the input of the classifier is an object not the image, the mathematical measurement of the image is extracted so as to feed the classifier.}
\]

If \( A \) is the image, and the selected features are \( \mu(\text{image}) = \) (average gray-values) and \( n(\text{image}) = \) (number of pixels), then the associated feature vector will be \( v(A) = (\mu(A), n(A)) \).

An image is masked so that the only non-zero pixels are the gray-scale values in the object to be classified, statistical measurements of the object can help in classification.

A m-file stature is written to compute those texture statistics. It outputs a vector \( T \) containing the following measurements:

- \( T(1) \): average gray-scale value (which is the first moment of the texture).
- \( T(2) \): average contrast (the standard deviation \( \sigma \), which is the square root of the second moment).
- \( T(3) \): smoothness measure \( R = 1 - \frac{1}{1+\sigma^2} \).
• T(4): skewness (the third moment).
• T(5): uniformity measure (the sum of the squared relative frequencies \( p_i \) of the grayscale values; maximum when image is constant).
• T(6): entropy (measures predictability, is zero when image is constant and goes up from there; sum of \( p_i \log p_i \)).

There are two types of features:
- **Shape**: It is the region having geometrical shapes and it extracted by capturing the boundary regions and interior regions.
- **Texture**: Features were selected based on the color and intensity of a pixel.

Mean and Entropy are features extracted from the clustered output. Mean is the calculation of the average of the pixel intensities.

\[
\mu_i = \frac{1}{N} \sum_{j=1}^{N} f(i,j)
\]

Entropy is a statistical measure of randomness that can be used to characterize the texture of the input image.

\[
E = -\sum_i \sum_j f(i,j) \log f(i,j)
\]

### 2.5 Classification:

Classification is the process of analyzing the various numerical properties of image features and categorizing them into various declared classes. Support Vector Machine is used for the classification purpose as a nonlinear classifier which is able to classify the features into two classes. The features were separated into classes by introducing a nonlinear plane. The main objective of SVM is to have a maximum separability between the feature vector and the plane to avoid the misclassification. It minimizes the structural risk and able to classify the new features correctly. The boundary separation is highly optimized to maintain the accuracy.

Suppose if \([x_i, y_i], i = 1:N\) are the \(N\) observation (or patterns), \(x_i\) is the \(i\)th input and \(y_i\) is the corresponding pattern label, for the two class pattern classification problem, \(c_+\) and \(c_-\) are the centroids of the two classes, the classifier response is given by

\[
F(x) = \sum_{x_i \in c_+} a_{i+} y_i(x_i^T x) + b
\]

The hyper plane which is optimal in separating the data points into two classes will satisfy the condition, margin = \[
\frac{2}{\|w\|}
\]

### 3. Result Analysis:

In this section, the result of the stages involved in the automatic diagnosis of with varying fundus input image are discussed. Starting with a brief review of each step of the processes involved in diagnosis of DR, followed by its output.

#### 3.1 Output of a normal retinal image:

The output of various stages of the proposed work for normal retinal image is shown in fig 3.1.
Fig. 3.1: Output of a normal Retinal Image.

3.2 Output of retinal images affected by DR:

The retinal fundus image of a patient affected by DR is given as input to the work with exudate as symptoms. The output images were given in fig 3.2.

4. Conclusion and Future Scope:

Diabetes retinopathy and glaucoma are the leading cause of blindness in the world. This project can be utilized to detect whether the patient’s retinal fundus image is affected by DR or not effectively. The input image is preprocessed for illumination correction and contrast enhancement, and then preprocessed input is segmented using color based segmentation (K-means algorithm). Features like mean and entropy were extracted from the clustered images and given as input to the classifier. SVM algorithm is used for classification, which tries to maximize the separability between the two classes which are class 1 diseased and class 2 no disease.

The future scope of this work is to improvise the segmentation process and to classify the disease based on different stages of DR.
Fig. 3.2: Output of an abnormal Retinal image showing symptoms of Exudate.

REFERENCES


Rafael C. Gonzalez, Richard E. Woods “Digital image processing”