Combining Apriori algorithm and C-Means clustering algorithm to improve mining association rules
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ABSTRACT

Background: Association rules mining is one of the most popular data mining models. One problem Apriori algorithm and other algorithms in the field of association rules mining, this is user must determine the threshold minimum-support. Suppose that the user wants to apply Apriori algorithm on a database with millions of transactions, definitely user can not have the necessary knowledge about all the transactions in the database, and therefore would not be able to determine an appropriate threshold. Our goal in this paper improved algorithm Apriori, to achieve it, initially will try to use fuzzy logic to distribute data in different clusters, and then we try to introduce the user the most appropriate threshold automatically. The results show that this approach causes the any rule which can not be extracted. The simulation results on a real example show that our approach works better than the classic algorithms.

INTRODUCTION

Knowledge Discovery (KD) is the nontrivial extraction of implicit, previously unknown, and potentially useful information from data [1]. For get this information, we try to find Frequent Patterns (FPs) in the given data set. Patterns that are interesting and certain enough according to the user's measures are called knowledge [1]. The output of a program that discovers such useful patterns is called discovered knowledge. Data mining (DM) is a sub process of Knowledge Discovery in Databases (KDD) in which the different available data sources are analyzed using various data mining algorithms [2]. DM is a logical process that is used to search the relevant data from the large amount of information or data. The goal of this technique is to find patterns that were previously unknown [3]. Association Rules Mining (ARM) is one of the most important tasks used in DM, which can be applied in different domains.

Problem Statement:

A problem of classical association rules is that not every k-itemset is an association rule. In this area three algorithms have been considered as the basic algorithms, these algorithms Apriori and FP-Growth and Eclat are called which in this paper we will describe the three algorithms [4]. Many DM researchers had improved upon the quality of AR for business development by incorporating influential factors like utility, number of items sold and for the mining of association data patterns [5]. In this area three algorithms have been considered as the basic algorithms, these algorithms Apriori and FP-Growth and Eclat are called which in this paper we will describe the three algorithms [6]. We believe that the field of mining frequent patterns and ARM is still a research area has raised interest among researchers because the researchers are working to provide effective and efficient methods.
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support for a database to be mined if the users are without knowledge concerning the database. Our aim in this paper is that transactions that are stored in the database as the crisp enter to a fuzzy environment of the so-called fuzzification. The paper is organized as follows: section 2 contains the general model for AR and an overview of related approaches to the discovery of AR. We present an efficient fuzzy association rules mining algorithm based on our proposed approach in section 3, then in section 4 we implement a case study based on the proposed approach. Evaluate the effectiveness of the proposed approach experimentally perform in Section 5. Finally, we Conclusions and recommendations in section 6.

Research Background:
As many of the databases are very large containing a huge number of data and information, efficient automated tools are necessary for acquiring useful information. Therefore, many data mining tools have been developed that allow a great variety of analysis techniques, mostly derived from classical statistics [9]. Since its introduction in [10], the technique of ARM has received great interest by the DM community and a lot of research has been done resulting in the development of many different algorithms. AR are especially useful for conducting a market basket analysis where transaction data can be analyzed. Regularities in data of a supermarket for example can be found in this way. An AR could be "If a customer buys bread and milk, he will mostly buy butter as well". This information is very useful for business because promotion actions can be designed accordingly [11].

Theoretical Background:
Mining association rules from the database principles that all researchers who are active in this area, according to these principles, try to improve the algorithms. The following will describe the principles.

Association Rules: We state the problem of mining association rules as follows: \( I = \{i_1, i_2, \ldots, i_n\} \) is a set of items, \( T = \{t_1, t_2, \ldots, t_m\} \) is a set of transactions, each of which contains items of the itemset \( I \). Thus, each transaction \( t_i \) is a set of items such that \( t_i \subseteq I \). An AR is an implication of the form: \( X \rightarrow Y \), where \( X \subseteq I \), \( Y \subseteq I \) and \( X \cap Y = \phi \). \( X \) and \( Y \) is a set of items, called itemset [2]. An example for a simple AR would be \( \text{Bread} \rightarrow \text{Cheese} \). This rule says that if bread was in a transaction, butter was in most cases in that transaction too. In other words, people who buy bread often buy butter as well. Such a rule is based on observations of the customer behavior and is a result from the data stored in transaction databases [10]. Looking at an AR of the form \( X \rightarrow Y \), \( X \) would be called the antecedent, \( Y \) the consequent. It is obvious that the value of the antecedent implies the value of the consequent. The antecedent, also called the “left hand side” of a rule, can consist either of a single item or of a whole set of items. This applies for the consequent, also called the “right hand side”, as well.

Frequent Itemset: An itemset whose support is greater than or equal to a minimum-support threshold is known as Frequent Itemsets (FI). In many situations, we only care about ARs involving sets of items that appear frequently in baskets. For example, we cannot run a good marketing strategy involving items that no one can buys, thus data mining starts with the assumption that we only care about sets of items with high support; i.e., they appear together in many baskets. Then find the ARs only involving a high-support set of items i.e., \( \{X_1, X_2, \ldots, X_n, Y\} \) must appear in at least a certain percent of the baskets, called the support threshold [12]. Support and confidence are the two most important quality measures for evaluating the interestingness of a rule.

Support: The support of the rule \( X \rightarrow Y \) is the percentage of transactions in \( T \) that contain \( X \cap Y \). It determines how frequent the rule is applicable to the transaction set \( T \). The support of a rule is represented by the formula (1).

\[
\text{sup}(X \rightarrow Y) = \frac{X \cap Y}{N}
\]

Where \( X \cap Y \) is the number of transactions that contain all the items of the rule and \( N \) is the total number of transactions. The support is a useful measure to determine whether a set of items occurs frequently in a database or not. Rules covering only a few transactions might not be valuable to the business. The above presented formula computes the relative support value, but there also exists an absolute support. It works similarly but simply counts the number of transactions where the tested itemset occurs without dividing it through the number of tuples [6].

Confidence: The confidence of a rule describes the percentage of transactions containing \( X \) which also contain \( Y \). formula (2)
This is a very important measure to determine whether a rule is interesting or not. It looks at all transactions which contain a certain item or itemset defined by the antecedent of the rule. Then, it computes the percentage of the transactions also including all the items contained in the consequent [6].

The Process:

The process of mining association rules consists of two main parts. First, we have to identify all the itemsets contained in the data that are adequate for mining association rules. These combinations have to show at least a certain frequency to be worth mining and are thus called frequent itemsets (FIs). The second step will generate rules out of the discovered frequent itemsets.

Mining Frequent Patterns:

Mining frequent patterns from a given dataset is not a trivial task. All sets of items that occur at least as frequently as a user-specified minimum-support have to be identified at this step. An important issue is the computation time because when it comes to large databases there might be a lot of possible itemsets all of which need to be evaluated. Different algorithms attempt to allow efficient discovery of FIs [6]. Some of those will be presented in this paper.

Discovering Association Rules:

After having generated all patterns that meet the minimum-support requirements, rules can be generated out of them. For doing so, a minimum-confidence has to be defined. The task is to generate all possible rules in the frequent itemsets and then compare their confidence value with the minimum-confidence (which is again defined by the user). All rules that meet this requirement are regarded as interesting.

Experimental Background:

Several algorithms have been developed since the introduction of the idea of mining association rules. Those algorithms are attempts to improve the efficiency of FP and AR discovery. In this area three algorithms have been considered as the basic algorithm, these algorithms Apriori and FP-Growth and Eclat are called which in this paper we will describe the three algorithms.

Apriori Algorithm (AA):

Agrawal et al, 1994. Proposed the well-known algorithm, Apriori [13], to mine large itemsets to find out the AR among items.

Discovering Frequent Itemsets using Apriori Algorithm:

Generation of frequent itemsets makes use of the fact that any subset of a FI must as well be frequent. The number of items contained in an itemset is called its size; an itemset of size k is called a k-itemset. Within the itemset, the items are kept in lexicographic order. Each itemset has a count field associated with it, storing the support value. Firstly, the database is passed over in order to count the occurrences of single elements. If a single element has a support value that is below the defined minimum-support, it does not have to be considered anymore because it hence can never be part of a frequent itemset. A subsequent pass k consists of two phases:

1. The discovered large itemsets of pass k−1, i.e. the sets $L_{k−1}$, are used to generate the candidate itemsets, $C_k$ for the current pass.

2. The database is scanned once more in order to determine the support for the candidate itemsets $C_k$. If the support is above the minimum-support, the candidates will be added to the FIs. Discovering the right candidates is crucial in order to prevent a long counting duration [13].

Discovering Association Rules using Apriori Algorithm:

As stated before, ARs are allowed to have multiple elements in the antecedent as well as in the consequent. Only FIs are used to generate the ARs. The procedure starts with finding all possible subsets of the frequent itemset L. For each of those subsets, a rule is setup in the form $A \rightarrow (L−A)$. If the confidence of the rule is as least as big as the user-defined minimum-confidence, the rule is considered to be interesting. All subsets of L are explored in order not to miss any possible dependencies. But, if a subset A of L does not generate an interesting rule, the subsets of A do not have to be explored [13].
**FP-Growth Algorithm:**

Han and Pei [14] proposed a novel frequent pattern tree (FP-Tree) structure, which contains all the compact information for mining frequent itemsets, and then proposed the FP-Growth, which adopts a pattern segment growth approach to prevent generating a large number of candidate itemsets. Their mining method only scans the whole database twice and does not need to generate candidate itemsets, and so is very efficient. For a faster execution, the data should be preprocessed before applying the algorithm.

**Preprocessing the Data:**

The FP-Growth algorithm needs the following preprocessing in order to be efficient: An initial scan over the dataset computes the support of the single items. As items that have themselves a support value below the minimum-support can never be part of a frequent itemset, they can be discarded from the transactions [15]. The remaining items are recomputed so that they appear in a decreasing order with respect to their support. Each node of the FP-Tree consists of three fields [16]:

- **Item-Name**: In this field, the name of the item that the node represents is stored.
- **Count**: The field count represents the accumulated support of the node within the current path.
- **Node-Link**: In order to build the structure of the tree, links have to be built between the nodes.

The field Node-Link stores the ancestor of the current node, and null if there is none. Having that done, mining the database is not necessary anymore, now the FP-Tree is used for mining. The support of an itemset can easily be determined by following the path and using the minimum value of count from the nodes.

**Mining the FP-Tree using FP-Growth:**

The FP-Tree provides an efficient structure for mining, although the combinatorial problem of mining frequent patterns still has to be solved. For discovering all FIs, the FP-Growth algorithm takes a look at each level of depth of the tree starting from the bottom and generating all possible itemsets that include nodes in that specific level. After having mined the FIs for every level, they are stored in the complete set of FIs.

**Eclat Algorithm:**

Both the Apriori and FP-Growth methods mine frequent patterns from a set of transactions in horizontal data format (i.e., [TID: itemset]), where TID is a transaction-id and itemset is the set of items bought in transaction TID. Alternatively, mining can also be performed with data presented in vertical data format (i.e., (item: TID_set)). Zaki, 2000, proposed Equivalence CLASS Transformation (Eclat) algorithm by exploring the vertical data format [17]. The first scan of the database builds the TID_set of each single item. Starting with a single item \((k = 1)\), the frequent \((k+1)\)-itemsets grown from a previous \(k\)-itemset can be generated according to the Apriori property, with a depth-first computation order similar to FP-Growth [14]. The computation is done by intersection of the TID_sets of the frequent \(k\)-itemsets to compute the TID_sets of the corresponding \((k+1)\)-itemsets. This process repeats, until no frequent itemsets or no candidate itemsets can be found [6].

**MATERIALS AND METHODS**

Always provide proper recommendations to users is dependent on the extraction of relevant and interesting rules from databases, on the other hand mining interesting rules is dependent to determining the appropriate threshold that is defined by the user. A great many algorithms and techniques have been designed for discovering ARs from data, such as [6]. These algorithms are Apriori-like, where the AA is based on the assumption that users can specify the threshold: minimum-support. However, it is almost impossible that users give a suitable minimum-support for a database to be mined if the users have not any knowledge concerning about the support of items in the database [18]. Because if the user introduce a small number for the threshold leading to the production of large volumes of rules is useless, on the other hand if the user introduce a large number for the threshold, it is possible to lose a lot of interesting rules. There is a big gap between the research conducted is that none of them would have been given a user may not be able to determine the appropriate threshold. Therefore it is essential that a proper threshold automatically computes the items in the database and presented to the user. This paper presents a fuzzy approach for the identification of association rules that are related to minimum-support and are in the database proposed. Also, using membership functions that are available in Fuzzy Logic (FL) [19], attempt to assign membership degrees to different items in the database, expected to achieve acceptable results than Apriori algorithm classical.

**Fuzzification:**

Due to the problems that the article was in relation to crisp sets, to overcome these problems, crisp data should be defined as a fuzzy, so as not to lose any data. Hence, we use the method of fuzzy clustering, to be able to enter crisp data into fuzzy sets. Among the algorithms that have been there for fuzzy clustering, we will use the popular fuzzy clustering algorithm C – Means [20, 21]. The first algorithm, the user receives as input the
crisp data, next the user wants to determine the number of clusters, and then distributes all the data into clusters with different membership degrees.

**Extracting Fuzzy Association Rules:**

After the data were transferred to the fuzzy environment, begins for mining FARs. The work done by the Apriori approach. As was previously discussed in mining association rules. Used two criteria to measure the called support and confidence. The following criteria are used in fuzzy environment.

**Fuzzy Support:**

The first step is to determine the number of occurrences of each item in the fuzzy database. Total membership degree for each data item will calculate, and we introduce it as the rate of occurrence of each item. See formula (3):

\[
\text{fuzzysum} = \sum_{i=1}^{n} \mu(x)
\]  

(3)

Then, to produce 2-itemset, we should do compare all the membership degree of every tow field, among them select the minimum, finally, we introduce a total minimum two fields as desired repetition rate. Then, to produce the 3-itemset will compare membership degree of every three field and among them select the minimum; finally, we introduce a total minimum three fields as desired repetition rate. It will continue as long as that not produced any new frequent datasets. Formula (4) it formally shows:

\[
fuzzy \sup(A \rightarrow B) = \sum_{i=1}^{n} \min(f_A(x), f_B(x))
\]  

(4)

As previously noted, only those items that are defined as frequent as they are greater than or equal minimum-support.

**Fuzzy Confidence:**

After extracting fuzzy frequent patterns, we will attempt to generate FAR; this requires the use of a fuzzy confidence measure. Rules that are able to pass through the filter will be introduced as an interesting AR. Which calculate the fuzzy confidence, used the formula (5).

\[
fuzzy \conf(A \Rightarrow B) = \frac{\sum[fuzzy \sup(A \rightarrow B)]}{\sum(\text{min}(A))}
\]  

(5)

At this stage first we calculate the amount of repetitions our view items (A, B), and we divide it on total minimum repetition rate right on our rule (A). This formula works exactly the same formula (2). The difference here is applied to fuzzy environment. That they can satisfy those rules as an interesting ARs are introduced.

**Calculating the fuzzy minimum-support using proposed approach:**

We try algorithm automatically minimum-support for fuzzy support introduction to user. When experts want a set of data with an index to compare. And there is no such index. Use of statistical techniques and trying to use a formula such as Average Middle, Variance, Standard Deviation, etc. To define an index this can compare the data with the index, and extracting the desired information.

Since there is in fact no appropriate index given that a minimum-minsup for fuzzy support defined, we also use statistical techniques and the formula contained in these domains, we use the formula average, to be able to define an appropriate threshold for mining frequent patterns, so the minimum threshold is not too low, leading to the production of large volumes of patterns to be useless. And not too high, causing the loss patterns may be useful. After the use of fuzzy c-means clustering approach, crisp data were transferred into a fuzzy environment, we use the formula (6) to get minimum-support threshold and then to introduce users.

\[
fuzzy \min \sup(A, B) = \frac{\sum[\text{sum}(f_x(A), f_x(B))]}{|T|}
\]  

(6)

**Results:**

In this section we offer all phases of mining fuzzy association rules using the proposed approach for automatically determining the threshold and also with the use of fuzzy c-means clustering algorithm. For this case study, we use the database of a company distributing health products. Table 1 shows part do of the crisp data set the company’s sales of some items.
We need to transfer this data using fuzzy c-means clustering method inside fuzzy environment; we do this by using MATLAB software. We define for each item three clusters, namely: “Low {L}”, “Medium {M}” and “High {H}”. Table 2 shows the minimum, maximum and centre values of the fuzzy data.

Table 2: Centers of the data set with minimum and maximum values for each field

<table>
<thead>
<tr>
<th></th>
<th>Kleenex</th>
<th>Roll</th>
<th>Napkin</th>
<th>Hand Gel</th>
<th>Tissue</th>
<th>TID</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1.3106</td>
<td>0.3193</td>
<td>0.0805</td>
<td>0.5138</td>
<td>1.2357</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 1 represents each field and its membership functions (Note: all fields have three fuzzy classes including: Low (L), Medium (M) and High (H). For abbreviation, each fuzzy class (fuzzy set) is mapped into numbers, for example, Tissue.L→1, Tissue.M→2...).
We use fuzzy clustering; data were distributed among the three clusters. Table 3 shows the distribution of some of the data within clusters.

<table>
<thead>
<tr>
<th>Napkin</th>
<th>Hand Gel</th>
<th>Tissue</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.017</td>
<td>0.866</td>
<td>0.117</td>
</tr>
<tr>
<td>0.006</td>
<td>0.987</td>
<td>0.007</td>
</tr>
<tr>
<td>0.004</td>
<td>0.977</td>
<td>0.05</td>
</tr>
<tr>
<td>0.001</td>
<td>0.999</td>
<td>0.02</td>
</tr>
<tr>
<td>0.017</td>
<td>0.866</td>
<td>0.117</td>
</tr>
<tr>
<td>0.006</td>
<td>0.984</td>
<td>0.018</td>
</tr>
<tr>
<td>0.005</td>
<td>0.935</td>
<td>0.02</td>
</tr>
<tr>
<td>0.006</td>
<td>0.984</td>
<td>0.018</td>
</tr>
<tr>
<td>0.146</td>
<td>0.77</td>
<td>0.084</td>
</tr>
</tbody>
</table>

From this point onwards that we used from AA for mining frequent patterns and generating ARs. According to the formula (6) fuzzy support threshold obtained for this case study has equal to 0.3333 (Fuzzy minimum-support=0.3333). How to calculate the fuzzy confidence are presented in Table 4.

<table>
<thead>
<tr>
<th>Conf= Support (x,y)/ Support (x)</th>
<th>Support (x)</th>
<th>Support (x,y)</th>
<th>Form (x→y)</th>
<th>Frequent Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1376</td>
<td>3.4906</td>
<td>0.4804</td>
<td>(1→2)</td>
<td>{1, 2}</td>
</tr>
<tr>
<td>0.5258</td>
<td>2.1165</td>
<td>1.127</td>
<td>(4→1)</td>
<td>{4, 1}</td>
</tr>
<tr>
<td>0.5008</td>
<td>2.1165</td>
<td>1.0599</td>
<td>(4→2)</td>
<td>{4, 2}</td>
</tr>
<tr>
<td>0.2048</td>
<td>2.599</td>
<td>0.4912</td>
<td>(5→6)</td>
<td>{5, 6}</td>
</tr>
<tr>
<td>0.8088</td>
<td>0.4804</td>
<td>0.3885</td>
<td>(1,2→6)</td>
<td>{1, 2, 6}</td>
</tr>
<tr>
<td>0.3184</td>
<td>1.22</td>
<td>0.3885</td>
<td>(1,6→2)</td>
<td>{1, 6, 2}</td>
</tr>
<tr>
<td>0.3581</td>
<td>1.22</td>
<td>0.4369</td>
<td>(1,6→5)</td>
<td>{1, 6, 5}</td>
</tr>
</tbody>
</table>

Then, this information can be expressed in a form that is understandable to users. For example:

If Hand Gel = Low Then Tissue = High, Confidence=0.5321.
If Tissue = Medium and Napkin=High Then Hand Gel = Low, Confidence= 0.8421.
If Napkin = Medium and Roll = High and Hand Gel = Low Then Kleenex = High, Confidence= 0.6565.

Discussion:

In this section we will do some comparisons between the proposed approach and the basic algorithms mentioned in this paper. Since we used fuzzy logic techniques and fuzzy clustering algorithm, we claim that all rules have been analyzed with more sensitive. Figure 2 shows the number of association rules generated by all four methods (With input and Minimum-support and Minimum-confidence identical).

![Fig. 2: The number of association rules generated by all four methods.](image)

Also, since we minimum-support threshold determine automatically, we claim that will extract all appropriate frequent patterns. Figure 3 also illustrates a comparison between the number of frequent items generated using the proposed approach and the various thresholds.
Fig. 3: Comparison the numbers of frequent items generated using the proposed approach and the various thresholds

Conclusions:
In this paper, we did a short overview on basic methods and algorithms in the fields of mining frequent patterns and generating association rules. Because according to the description given in this paper, a user cannot determine an appropriate threshold for mining association rules from a large database. We tried to improve Apriori algorithm by offering the proper threshold automatically based on existing items in the database and also utilizes the fuzzy logic techniques. We tried to through fuzzy logic techniques define the dependencies between items as membership functions, to be able to derive all interesting association rules that are hidden in the database. The results show that the Apriori algorithm is promising improved and all interesting association rules possible be extracted. If we can determine the number of clusters and interval clusters to be fully systematic and precise, sure, the distribution of items in the cluster can be obtained more accurately which leads to the production of the more interesting association rules. However, it is recommended that the use of other statistical techniques to determine the threshold of minimum-support, and the results achieved to compare with the approach proposed in this paper. As a final offer, it seems that determining minimum-confidence threshold automatically, also be useful in improving mining association rules.
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